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Abstract—Edge cloud computing is a new paradigm in which the computation and storage services of remote cloud data centers are

moved to Edge Cloud Nodes (ECNs) in network edges. Compared to traditional cloud data centers, ECNs are geographically close to

mobile users so the communication latency is significantly reduced. In this paper, we study the problem of allocating Virtual Machine

(VM) resources in geo-distributed ECNs to mobile users by using the auction theory. First, we treat mobile users and ECNs as the

buyers and sellers of the VM resource auction, respectively. Then, we model the VM resource allocation problem as an n-to-one

weighted bipartite graph matching problem with 0-1 knapsack constraints. Since this problem is NP-hard, we design a greedy

approximation algorithm to determine the winners of the auction, based on which we propose a truthful Auction-based VM resource

Allocation (AVA) mechanism to solve the problem. Moreover, we prove that the AVA mechanism not only achieves an approximately

optimal solution for winner selection, but also has the properties of truthfulness, individual rationality, and computational efficiency.

Finally, we conduct extensive simulations on real traces to verify the significant performances of the proposed AVA mechanism.

Index Terms—Auction mechanism, edge cloud, mobile cloud computing, virtual machine allocation

Ç

1 INTRODUCTION

RECENT years have witnessed the proliferation of
mobile cloud computing, through which mobile users

can migrate various applications from their smart devices
to remote cloud data centers such as Amazon EC2 [4],
Microsoft Azure [18], and so on. By using the resources
(such as computation, storage, etc.) in clouds, these smart
devices can break through resource limitations to com-
plete complicated applications, significantly enriching
their functionality. However, since mobile users are usu-
ally far away from remote cloud data centers, migrating
applications will inevitably lead to a long communication
delay as well as a heavy network load, severely down-
grading mobile users’ experience. To mitigate such nega-
tive influences, a new mobile cloud computing paradigm,
called edge cloud [8], [13], [21], [24], [25], also known as
fog computing or cloudlets [14], [15], [17], [32], is pro-
posed. In the edge cloud paradigm, a number of small-
scale computing and storage servers are placed at

network edges to form some Edge Cloud Nodes (ECNs).
Mobile users can directly access nearby ECNs so that the
latency and network load can be reduced significantly.

A typical Mobile Edge Cloud (MEC) framework is com-
posed of lots of mobile users, some ECNs, and a Centralized
Cloud (CC). The ECNs, which are deployed by some cloud
service providers, are distributed at network edges. The
mobile users can connect to the ECNs via a wireless local
area network [2], [11], [17], (also known as radio access net-
work [2], [3], [31], wireless metropolitan area network [14],
[24], etc.), while these ECNs connect to the remote CC
through core network [2], [8] (also known as backbone/
backhaul network [11], [13], [25], wide area network [8],
[17], [31], etc.), as shown in Fig. 1. Compared to the remote
CC, ECNs are geographically distributed and small-scale.
Some mobile users will first send cloud service requests to
an ECN. Then, if the ECN cannot provide cloud service for
these mobile users, it may upload part of the requests to the
CC via core network, which would inevitably incur a very
long transmission delay.

Virtual Machine (VM) resource allocation is one of the
most important issues in edge clouds [12], [13], [15], [22],
[30]. Consider that a lot of mobile users have some cloud
computing applications (i.e., tasks) that need to be dealt with.
However, these users lack sufficient storage and computing
resources. Thus, they need to rent VM resources from the
ECNs. In order to ensure the quality of the cloud computing
applications, the transmission delay of each task must be no
larger than a deadline (called deadline constraints). Mean-
while, the ECNs would complete the allocated tasks only
when the total VM resources requested by mobile users are
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no larger than the VM resource capacity of the ECNs (called
capacity constraints). However, if the capacity constraint of
an ECN cannot be satisfied, the ECNmay upload part of the
allocated tasks to the CC under the deadline constraints. In
this paper, we focus on the VM resource allocation for dead-
line-sensitive cloud computing tasks in distributed edge
cloud, attempting to avoid overwork and wasted resource in
any of ECNs. Moreover, due to the competition for VM
resources between users, we study the problem of allocating
VM resources in ECNs to mobile users by using auction the-
ory. Actually, it is very challenging to design the auction-
based VM resource allocation mechanism in MEC. We sum-
marize threemajor challenges.

First, different from the traditional two-layer cloud struc-
ture, themobile edge cloud is actually a three-layer structure,
as shown in Fig. 1. When the requested VM resources exceed
the capacity constraints of ECNs, the ECNs can upload part
of the allocated tasks to the CC. That is to say, the CC can be
seen as the ultimate resource pool for all ECNs. Thus, the
VM resource allocation among distributed ECNs is a special
multiple 0-1 knapsack problem. Especially, when involving
the heterogeneous deadline constraints, such VM resource
allocation problem inMEC is nontrivial.

Second, the bandwidths of ECNs are heterogeneous.
Here, the bandwidths of an ECN include the bandwidth
associated with the CC and the bandwidth allocated to
mobile users. This indicates that the transmission delays of
uploading these deadline-sensitive tasks to different ECNs
are heterogeneous. Also, if a task is uploaded from an ECN
to the CC, the transmission delay contains two parts: the
time of transmitting the task from users to an ECN and the
time of uploading the task from the ECN to the CC. There-
fore, the transmission delay of a task is dynamic, which
depends on the specific allocation decisions.

Third, due to the heterogeneous resource configuration
of ECNs including VM resource capacity, bandwidth, com-
munication cost, etc, mobile users might have different pref-
erences for each ECN. Thus, many users might compete for
the limited resources in the same ECN. The users who lose
the competition have to seek alternative resources from
other ECNs, which results in competition for resources in
other ECNs. Additionally, to ensure that each mobile user

will not manipulate its bids (i.e., truthfulness) and each
user’s payoff is nonnegative (i.e., individual rationality), a
proper auction mechanism for such VM resource competi-
tion across multiple geo-distributed ECNs is needed.

In fact, there have been some works devoted to the
resource allocation andworkload scheduling in edge clouds.
For example, Tan et al. [24] proposed the OnDisc algorithm
to dispatch and schedule jobs between ECNs and cloud
data centers, so as to minimize the total response time;
Jia et al. [14] investigated how to schedule tasks between
multiple cloudlets, so as to minimize the maximum average
response time. However, most of these works study the
resource allocation problem in edge clouds mainly from the
viewpoint of workload scheduling without considering
the competition for resource requests from an economic
point of view. Among the existing works, only a few stud-
ies [15], [22], [30] are close to our problem to a certain extent.
More specifically, [15] proposes two truthful mechanisms to
coordinate the resource auction between users and ECNs.
However, this work simply assumes that all ECN resources
are homogeneous, and it allows each ECN to serve only one
request, which does not apply to real application scenarios.
In contrast, [30] studies the problem of stimulating mobile
device clouds to compete for mobile users’ computation
tasks. Essentially, it is a crowdsourcing-based task allocation
problem, different from the resource allocation in ECNs. [22]
designs an online auction mechanism for virtual cluster pro-
visioning in geo-distributed clouds, which is modeled as an
online combinational knapsack problem. This also differs
from our VM allocation problem in distributed ECNs.

In this paper, we propose an Auction-based VM resource
Allocation (AVA)mechanism to solve the problem of mobile
users with deadline-sensitive tasks competing for VM
resources in heterogeneous geo-distributed ECNs. In the
AVA mechanism, mobile users and ECNs (including CC)
are seen as the buyers and sellers of VM resource auction,
respectively. The capacities of VM resources in ECNs are
seen as heterogeneous knapsacks. Then, the VM resource
allocation is modeled as an n-to-one weighted bipartite graph
matching problem with 0-1 knapsack constraints, unlike existing
cloud auction problems such as [22], [23], [34]. Since the
problem is NP-hard, we adopt a greedy strategy to deter-
mine the winners of the auction so that the AVAmechanism
can achieve a near-optimal social welfare performance.

More specifically, our major contributions are summa-
rized as follows:

� We formalize the competitive VM resource allocation
problem for deadline-sensitive tasks in a three-layer
edge cloud structure and propose the Auction-based
VM resource Allocation (AVA) mechanism, which
mainly consists of a greedy winning bid selection
algorithm and a payment determination algorithm.

� We prove that the winning bid selection problem of
AVA is NP-hard. We first remove the deadline con-
straints, and then transform the three-layer edge
cloud structure into a two-layer one. Based on this,
we propose a greedy winning bid selection algo-
rithm and further analyze its approximation ratio.

� We also design a truthful payment determination
algorithm. Then, we prove that the AVA mechanism

Fig. 1. An illustration of the mobile edge cloud computing framework.
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has the properties of truthfulness, individual ratio-
nality, and computational efficiency.

� We conduct extensive simulations on real traces to
evaluate the performances of the proposedAVAmech-
anism. The results show that AVA not only achieves
better social welfare performances than the compared
algorithms, but also guarantees truthfulness, individ-
ual rationality, and computational efficiency.

The remainder of the paper is organized as follows. We
first describe the auction model and problem formulation in
Section 2. Then, we present the design of ourmechanism and
the theoretical analysis in Sections 3 and 4, respectively. In
Section 5, we evaluate the performances of our mechanism
through extensive simulations. After reviewing the related
works in Section 6, we conclude the paper in Section 7.

2 MODEL & PROBLEM FORMULATION

2.1 Model

Consider that some cloud service providers have deployed
many ECNs and are willing to sell the extra VM resources
in their ECNs. These ECNs connect to the remote CC via
core network. On the other hand, a lot of mobile users wish
to execute some deadline-sensitive cloud computing appli-
cations, but they cannot afford to deploy their own ECNs.
In order to address such a problem with a low cost, these
users can rent the VM resources of ECNs from cloud service
providers. Different from the traditional distributed cloud
computing scenario, ECNs can upload part of the allocated
tasks to the CC if the required VM resources of tasks exceed
the capacity of ECNs. However, this will inevitably incur a
long transmission delay.

In this paper, we design a mechanism to support the
trade of VM resources between cloud service providers and
mobile users. In order to successfully run this mechanism,
we first build a platform, which also acts as the auctioneer.
The platform continuously receives deadline-sensitive com-
puting requests from mobile users and collects ECNs’ state
information from the cloud service providers. Based on this,
the platform makes the decision to allocate the deadline-
sensitive computing tasks via auction. The auction is con-
ducted periodically. The ECNs and mobile users are seen as
the VM resource sellers and buyers, respectively. If a mobile
user applies for VM resources that cover more than one auc-
tion cycle, it will submit multiple requests. Additionally,

since the allocated VM resources will be solely occupied by
the winning mobile users in each auction cycle, the execu-
tion time of a cloud computing task in the ECNs and in the
centralized cloud is identical. Thus, we only consider the
transmission delay in this paper.

Since the VM resource capacity of each ECN is limited,
multiple mobile users might compete for the same ECN
simultaneously. If a user does not win the most preferred
ECN during the auction, it will be assigned to other ECNs.
In this way, as many mobile users’ requests as possible can
be met. If the required VM resources of the allocated tasks
exceed the capacity of an ECN, this ECN might upload part
of the tasks to the CC, while guaranteeing that the transmis-
sion delay of each task is less than its deadline.

More specifically, the interactions between mobile users
and ECNs via the platform in each round of auction, which
is illustrated in Fig. 2, are presented as follows:

1) When a mobile user wishes to rent VM resources to
run its deadline-sensitive cloud computing applica-
tions, it first generates a request and then submits
the request to the platform. The request is composed
of the user’s maximum tolerable latency (i.e., dead-
line), the amount of required VM resources and the
amount of input data. We use ri ¼ fTi; Ai; Iig to
denote the ith mobile user’s request, where Ti, Ai

and Ii mean the deadline, the total VM resources
and the amount of input data. Moreover, the set of
all requests is denoted byR.

2) The platform will periodically collect the state infor-
mation of each ECN, and then publicize it to the
mobile users who submit requests. The state infor-
mation includes several main parameters: VM
resource capacity, bandwidths, unit cost of renting
VM resources and unit cost of transmitting data to
the CC. Here, the bandwidths of an ECN contain the
bandwidth linked with the CC and the bandwidth
associated with mobile users. We use sj ¼ fLj; c

v
j ; c

t
j;

b"j ; b
#
jg to denote the state information of the jth ECN

where Lj denotes the VM resource capacity of ECN
sj. c

v
j and ctj denote the unit cost of VM resources and

the unit cost of transmitting data to the CC, respec-
tively. b"j means the bandwidth between sj and the
CC, while b#j indicates the bandwidth between sj and
the mobile users. The set of all ECNs is denoted by
S. Furthermore, we let cv0 denote the unit cost of VM
resources in the CC. Here, cv0 is much less than cvj (for
8sj 2 S).

3) Then, the mobile user values differently to the ECNs
according to the state information. At the same time,
the mobile user determines a bid for each ECN. For
each request ri, we use bij and vij to denote the bid
and valuation of ith mobile user to the jth ECN,
respectively. The set of all bids is denoted by B. The
mobile users will send their bids to the platform.

Remarks. bij here is the reward that the ith user claims to
pay for renting the VM resources on the jth ECN (i.e., sj),
while vij is the true valuation that the ith user evaluates if
it runs its application on sj. The valuation vij is actually
known to nobody except ri itself. The value bij is not nec-
essarily equal to vij, since the user might manipulate the

Fig. 2. The auction model for distributed edge cloud.
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claimed reward. Such strategic manipulation might cause
the platform and the ECNs to get less reward. Thus, the
whole mechanism needs to ensure that each mobile user
will not manipulate its bids, i.e., truthfulness.

4) Based on the received bids and requests from
mobile users, the platform determines the winners
of the auction, makes the scheduling decision for the
winners, and computes the corresponding payments.

Remarks. Each request will be assigned to at most one
ECN, and each ECN can serve multiple requests under
the capacity and deadline constraints. The scheduling
decision for the winning bid means that the winning task
will be first uploaded to an ECN, and then the ECN either
completes the task by itself or uploads the task to the CC.

5) Mobile users upload the input data to the ECNs to
run their cloud computing applications, and then
pay the corresponding rewards. According to the
scheduling decisions for winning bids, ECNs
decide to upload some tasks to the CC and pay
the CC.

In this paper, we let a request correspond to only one
deadline-sensitive cloud computing application. For sim-
plicity, we suppose that each mobile user only submits one
request in each round of auction. Actually, if a user wants to
submit more than one request for multiple computing appli-
cations, we can use multiple virtual users, each of whom has
only one request, to replace this mobile user. Additionally,
we use dij to denote the transmission delay between the
request ri and the ECN sj, which is calculated as follows:

dij ¼
Ii

b
#
j

; ðri ! sjÞ
Ii

b
#
j

þ Ii

b
"
j

; ðri ! sj ! CCÞ;

8><
>: (1)

where ri ! sj means the request ri is allocated to the ECN sj
and is completed by sj itself, while ri ! sj ! CC indicates
that the request ri is allocated to sj and then is uploaded to
the CC by sj. Moreover, we suppose that Ii here is the
amount of the input data plus the output data. That is, dij
here has included the transmission delay of downloading
output data from ECNs or CC to mobile users.

2.2 Problem Formulation

The above auction model involves two main problems: the
Winning Bid Selection (WBS) problem and the Payment Deter-
mination (PD) problem.

Considering the set of requests,R, the set of ECNs, S and
the set of all bids, B, we formalize the WBS problem as fol-
lows. First, we let F denote a solution to the WBS problem,
called the winning bid set, which is composed of the bids
that win the auction. Moreover, we use FE and FC to
denote the winning bid scheduling solution. A bid bij 2 FE

means that the request ri will be assigned to the ECN sj and
be completed by sj itself (i.e., ri ! sj), while bij 2 FC indi-
cates that ri will be uploaded to the CC through sj (i.e.,
ri ! sj ! CC). Moreover, due to FE \FC ¼ f, we get F ¼
FE [FC .

Second, we give the definition of social welfare, which is
the optimization objective of theWBS problem.

Definition 1 [Social Welfare]. The social welfare is the total
valuations of the winning bids minus the total costs, i.e.,P

bij2FE ðvij �Ai � cvjÞ þ
P

bij2FC

�
vij �Ai � ðctj þ cv0Þ

�
, where

Ai � cvj denotes the cost of sj conducting request ri while

Ai � ðctj þ cv0Þ means the cost of transmitting ri to the CC and

the CC conducting ri.

Based on this, we formalize theWBS problem as follows.

max
X

bij2FE

ðvij �Ai � cvjÞ þ
X

bij2FC

�
vij �Ai � ðctj þ cv0Þ

�
(2)

s:t: FE \FC ¼ f; (3)

FE [FC ¼ F � B (4)X
j:bij2F

1 � 1; 8ri 2 R (5)

X
i:bij2FE

Ai � Lj; 8sj 2 S (6)

dij � Ti; 8ri 2 R: (7)

Remarks. Here, Eq. (3) means that a request cannot be com-
pleted by ECNs and the CC simultaneously; Eq. (4) indi-
cates that a solution to the WBS problem, which is a
subset of the bid set, consists of two winning bid schedul-
ing sets (i.e., FE and FC); Eq. (5) points out that each
request is assigned to at most one ECN; Eq. (6) shows that
the VM resource capacity of each ECN should be satis-
fied; Eq. (7) denotes that the transmission delay of each
request should be less than its deadline.

Moreover, since our auction mechanism is truthful, we
can use each bid to replace the corresponding true valua-
tion, i.e., vij ¼ bij, in Eq. 2. We will prove the truthfulness in
Section 4 to ensure the correctness of vij ¼ bij. Thus, the
optimization objective of the WBS problem is equivalent to
maximizing

P
bij2FE ðbij �Ai � cvjÞ þ

P
bij2FC

�
bij �Ai � ðctjþ

cv0Þ
�
. Additionally, we can assume bij �Ai � cvj � 0 and bij�

Ai � ðctj þ cv0Þ � 0 for 8ri 2 R and 8sj 2 S. Actually, if a bid
bij cannot cover the cost Ai � cvj or Ai � ðctj þ cv0Þ, the platform
will directly delete the bid.

Next, the PD problem is to determine the payment for
each winning bid so that the whole auction model satisfies
the truthfulness and individual rationality, which are
defined as follows:

Definition 2 [Truthfulness]. [10], [20], [30], [35], [38] For
each winning bid bij, we let pijðbijÞ denote the corresponding
payment determined by the payment computation algorithm of
an auction mechanism. Then, the ith user’s payoffs for the
truthful bid and the untruthful bid are vij � pijðvijÞ and
vij � pijðbijÞ, respectively. The truthful mechanism means that

vij � pijðvijÞ � vij � pijðbijÞ: (8)

The truthfulness of the auction mechanism can ensure
that each user reports its true valuation, since an untruthful
bid will lead to a worse payoff.
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Definition 3 [Individual Rationality]. [15], [16], [23], [36],
[37] In order to guarantee that each winning mobile user can
receive a nonnegative payoff, the payment of one mobile user
should be no more than its corresponding valuation, that is,
vij � pijðbijÞ, 8ri 2 R and 8sj 2 S.
Here, each mobile user’s true valuation must cover its

corresponding payment. Otherwise, it is not motivated to
participate in the edge cloud computing.

In addition, we define the computational efficiency of an
auction mechanism as follows.

Definition 4 [Computational Efficiency]. [7], [19], [34],
[40], [41] An auction mechanism has the property of computa-
tional efficiency, if it can be conducted in polynomial time.

Since an auction cycle is not large, the winning bid set
and the corresponding payment must be output in near-real
time. In reality, an algorithm with computational efficiency
is more important than an optimal algorithm with a high
computational complexity.

For ease of reference, we summarize the commonly used
notations throughout the paper in Table 1.

3 DESIGN OF THE AVA MECHANISM

In this section, we propose an Auction-based VM resource
Allocation (AVA) mechanism for deadline-sensitive com-
puting tasks in geo-distributed edge clouds. The AVA

mechanism mainly consists of a Winning Bid Selection
(WBS) algorithm and a Payment Determination (PD) algo-
rithm. We first analyze the NP-hardness of the WBS prob-
lem, and then, we design a greedy winning bid selection
algorithm and a truthful payment determination algorithm
to solve theWBS and PD problems, respectively.

3.1 Problem Hardness Analysis

First, we prove that the WBS problem cannot be solved in
polynomial time unless P ¼ NP . More specifically, we have
the following theorem:

Theorem 1. TheWBS problem is NP-hard.

Proof. We first consider a special case of the WBS problem,
where the ECNs cannot upload tasks to the CC, the num-
ber of ECNs is equal to 1, and at the same time we let
Ti � di1 ¼ Ii=b

#
1 for 8ri 2 R. Then, the special WBS prob-

lem is formalized as “maximize:
P

bi12FE ðvi1 �Ai � cv1Þ,
subject to:

P
i:bi12FE Ai � L1 for 8ri 2 R, FE � B.”

Now, we introduce the trivial 0-1 knapsack prob-
lem [28]: “maximize:

Pn
i¼1 wi � xi, subject to:

Pn
i¼1 vi�

xi � C, xi 2 f0; 1g.” Here, wi and vi denote the weight
and volume of the ith item, and C means the capacity of
the knapsack.

By mapping C, wi and vi in the trivial 0-1 knapsack
problem to L1, vi1 �Ai � cv1 and Ai in the special WBS
problem, we get the two problems to be equivalent. That
is to say, the special case of the WBS problem is a trivial
0-1 knapsack problem, which is NP-hard. Thus, the more
generalWBS problem is at least NP-hard. tu

3.2 Winning Bid Selection: Basic Solution

The WBS problem is how to select the winning bid set, so
that we can maximize the social welfare, while ensuring
that the deadline constraints of requests and the capacity
constraints of ECNs can be satisfied simultaneously. Since
the WBS problem has both deadline constraints and capac-
ity constraints, we divide our solution into two phases. We
take the deadline and capacity constraints into consider-
ation in the two phases, respectively.

First Phase. We focus on removing the deadline con-
straints of requests. First, we use d1ij ¼ Ii=b

#
j and d2ij ¼

Ii=b
#
j þ Ii=b

"
j to denote the transmission delay of uploading

ri to sj and the transmission delay of uploading ri to the CC
through sj, respectively. Apparently, we have d2ij � d1ij. For
simplicity, we call d1ij and d2ij the good and bad transmission
delay, respectively. Second, according to the relationships
of Ti, d

1
ij and d2ij, we update the bid set B and the ECN set S.

That is, we will remove the bids which cannot satisfy the
deadline constraints, and add some virtual bids and ECNs
if the deadline is larger than the bad transmission delay.
More specifically, we have the three following cases:

� Case 1: if the deadline of ri is less than the good
transmission delay, i.e., Ti < d1ij, we will directly
delete the bid bij from the bid set B. This is because
that the bid bij cannot satisfy the deadline constraint.

� Case 2: if Ti is less than the bad transmission delay
but no less than the good transmission delay, i.e.,
d1ij � Ti < d2ij, we will take no action.

TABLE 1
Description of Major Notations

Notations Description

ECN and CC the abbreviations of Edge Cloud Node and
Centralized Cloud, respectively.

i and j (i.e., ri
and sj)

the indexes for users (i.e., requests) and ECNs,
respectively.

ri ¼ fTi; Ai; Iig the deadline, the required VM resource and the
amount of input data of the ith request.

sj ¼ fLj; c
v
j ; c

t
j; b

"
j ; b

#
jgthe capacity, the unit cost of renting VM
resources, the unit cost of transmitting data to the
CC, the bandwidth linked with the CC, and the
bandwidth associated with users of the jth ECN.

bij, vij the claimed bid and true valuation of ri for sj,
respectively.

R, S and B the sets of all requests, all ECNs and all bids,
respectively.

cv0 the unit cost of renting VM resources in the CC.
dij the transmission delay between ri and sj.
ri ! sj ri will be allocated to sj and be completed by sj

itself.
ri ! sj ! CC ri will be uploaded to the CC through sj and be

completed by the CC.
F a solution to theWBS problem (a winning bid

set).
FE and FC the winning bid scheduling solution: bij 2 FE

means ri ! sj, while bij 2 FC indicates
ri ! sj ! CC.

S and B the sets of virtual ECNs and virtual bids,
respectively.bS and bB the sets of ECNs and bids including virtual ECNs
and bids (i.e., bS ¼ S [ S and bB ¼ B [ B),
respectively.

pijðbijÞ the payment of ri for sj based on the bid bij.
G, E and hri; sji a bipartite graph, the set of edges and the index

for an edge, respectively.
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� Case 3: if Ti is no less than the bad transmission
delay, i.e., Ti � d2ij, we will create a virtual ECN sj�
and a virtual bid bij�, where sj� ¼ fLj� ¼ Ai; c

v
j� ¼

ctj þ cv0; c
t
j� ¼ b"j� ¼ b#j� ¼ 0g and the value of bij� is

equal to that of bij. Here, the procedure of generating
virtual ECNs and bids means removing the CC from
the edge cloud computing scenario and transforming
a three-layer edge cloud structure into a two-layer
structure. We use S and B to denote the virtual ECN
and bid sets, respectively. Then, we will add the vir-
tual ECN sj� and the virtual bid bij� into S and B,
respectively.

Second Phase. We concentrate on the WBS problem with
the capacity constraints. We first model the winning bid
selection as an n-to-one weighted bipartite graph matching
problem with 0-1 knapsack constraints. Since the problem is
NP-hard due to the capacity constraints, we adopt a greedy
strategy to determine a maximum matching, which has the
approximately maximum weight in total. For simplicity, we
let bS and bB denote the updated ECN and bid sets which
contain the virtual ECNs and bids, respectively. That is,bS ¼ S [ S and bB ¼ B [ B. Then, the winning bids are deter-
mined as follows.

First, we construct the weighted bipartite graph with
capacity constraints, denoted as G ¼ fR; bS; E : bBg, where R
and bS are two separate vertex sets, and E refers to the edge
set between R and bS. We let hri; sji 2 E denote the edge
between ri and sj for convenience. Here, each bid bij 2 bB cor-
responds to an edge hri; sji. For each vertex ri 2 R, the
required VM resources Ai is seen as the volume of item in
the trivial 0-1 knapsack, while for each vertex sj 2 bS, the VM
resource capacity Lj is seen as the capacity of the knapsack.
Moreover, each edge hri; sji corresponds to a weight, which
is defined as the social welfare per unit VM resource. Let wij

denote theweight of the edge hri; sji 2 E. Then, we have

wij ¼ bij
Ai

� cvj ; for 8hri; sji 2 E: (9)

Based on the weighted bipartite graphG, we can simplify
and re-formalize the WBS problem. After removing the CC
and adding some virtual ECNs and bids, the three-layer
edge cloud structure is changed into a two-layer structure.
For the two-layer edge cloud structure, each request can
only be allocated to one ECN. So we get the winning bid set
FC ¼ f, and further have F ¼ FE . Accordingly, we re-for-
malize theWBS problem:

max
X
bij2F

ðbij �Ai � cvjÞ (10)

s:t: F � bB; (11)X
j:bij2F

1 � 1; 8ri 2 R (12)

X
i:bij2F

Ai � Lj; 8sj 2 bS: (13)

Second, after constructing the weighted bipartite graph
with the capacity constraints, we greedily select some edges
to form a maximum matching of G with the approximately

maximumweight. More specifically, in each round, we select
the edge with the largest weight. Without loss of generality,
let this edge be hri; sji. Now,we have the two following cases.

(1) Ai � Lj: This means that the remaining capacity Lj

of ECN sj is not less than the amount of resources
Ai. Then, we add the corresponding bid bij into the
assignment solution F. Moreover, we directly
remove the request vertex ri from R and delete all
edges relevant to ri from E in G. We also update the
value of Lj by subtracting Ai for the vertex sj.

(2) Ai > Lj: We directly delete the edge hri; sji from E
and continue to find the edge with the next largest
weight.

Note that when an edge is deleted from the bipartite
graph, the related weight is also deleted. This selection pro-
cess is repeatedly conducted until R, bS, or E becomes an
empty set. Finally, we get an assignment solution F. If
bij 2 F, it indicates that the bid bij wins and the request ri is
assigned to the ECN sj.

Algorithm 1. Preprocessing Algorithm

Require:R; S; B; cv0.
Ensure: S, B, bS, and bB.
1: Initialize S ¼ B ¼ f;
2: for ri 2 R do
3: for sj 2 S do
4: d1ij ¼ Ii=b

#
j , d2ij ¼ Ii=b

#
j þ Ii=b

"
j ;

5: if Ti < d1ij then
6: Remove bij from B, i.e., B ¼ B � fbijg;
7: else if d1ij � Ti < d2ij then
8: Continue; //Case 2;
9: else if d2ij � Ti then
10: Generate a virtual ECN sj�, S ¼ Sþ fsj�g;

//sj� ¼ fLj� ¼ Ai; c
v
j� ¼ ctj þ cv0; c

t
j� ¼ b"j� ¼ b#j� ¼ 0g;

11: Generate a virtual bid bij�, B ¼ Bþ fbij�g;
12: bS ¼ S [ S and bB ¼ B [ B;
13: return S, B, bS and bB;

After getting the winning bid set F, we then make sched-
uling decisions for each bid bij 2 F. That is, for a winning
bid bij, we either let sj complete the task ri or upload ri to
the CC through sj, i.e., we need to determine the winning
bid scheduling sets FE and FC .

3.3 Winning Bid Selection: Detailed Algorithm

Based on the above solution, we first design a Preprocessing
Algorithm, as shown in Algorithm 1, to remove the deadline
constraints. By deleting some bids and adding some virtual
bids and ECNs, Algorithm 1 will update the ECN set and
the bid set. More specifically, In Step 1, we initialize the vir-
tual ECN and bid sets (i.e., S and B). In Steps 2-4, the good
and bad transmission delay (i.e., d1ij and d2ij) are calculated.
According to the relationships among Ti, d

1
ij and d2ij, we

remove some bids that cannot satisfy the deadline con-
straints in Steps 5-6. In Steps 7-8, if d1ij � Ti < d2ij, we take
no action. If d2ij � Ti, we first generate a virtual ECN sj� and
a virtual bid bij�, and then add them into S and B, respec-
tively, in Steps 9-11. In Step 12, we get the updated ECN setbS and the updated bid set bB. At last, Algorithm 1 outputs S,
B, bS and bB in Step 13..
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Next, we construct a weighted bipartite graph with
capacity constraints G ¼ fR; bS; E : bBg. Based on this, we
design a greedy Winning Bid Selection (WBS) algorithm, as
shown in Algorithm 2. First, we initialize the assignment
solution in Step 1. Then, we conduct the greedy winning
bid selection procedure in Steps 2-9. More specifically, in
Step 3, the edge (e.g., hri; sji) with the largest weight (i.e.,
wij) is selected. Then, we compare the remaining capacity
Lj of sj with the amount of VM resources Ai in Step 4. If
Ai � Lj, the assignment solution is expanded in Step 5, i.e.,
F ¼ Fþ fbijg. In Steps 6-7, all edges related to the vertex ri
in G are deleted, and the vertex mark Lj is updated by sub-
tracting Ai. If Ai > Lj, Algorithm 2 directly removes hri; sji
from E in G and continues to conduct the selection proce-
dure in Steps 8-9. When R, bS, or E becomes an empty set,
Algorithm 2 terminates and outputs F in Step 10.

Algorithm 2.Winning Bid Selection (WBS) Algorithm

Require: G ¼ fR; bS; E : bBg.
Ensure: F.
1: Initialize F ¼ f;
2: whileR 6¼ f and bS 6¼ f and E 6¼ f in G do
3: Select the edge with largest weight, denoted as hri; sji;
4: if Ai � Lj then
5: Add bij into F, i.e., F ¼ Fþ fbijg;
6: Remove ri fromR and delete all edges related to ri;
7: Update Lj ( Lj �Ai for the vertex sj in hri; sji;
8: else
9: Remove hri; sji from E and continue;
10: return F;

We can straightforwardly demonstrate the correctness of
Algorithm 2 in the following theorem:

Theorem 2. Algorithm 2 is correct, that is, it will terminate for
sure and produce a feasible assignment solution.

Proof. Since only one edge in E is selected at each round
where E is a limited set, Algorithm 2 will terminate for
sure. Moreover, when a bid bij is added into the solution
F, ri will be removed fromR and the vertex mark Lj of sj
is minus Ai. Based on this, the constraints of Eqs. (5) and
(6) in the formalized WBS problem can be satisfied. Thus,
the produced solution must be feasible. tu

Algorithm 3.Winning Bid Scheduling Algorithm

Require: F and S.
Ensure: FE and FC .
1: Initialize FE ¼ FC ¼ f;
2: for bij 2 F (corresponding to hri; sji) do
3: if sj 2 S then
4: FC ¼ FC þ fbijg;
5: else
6: FE ¼ FE þ fbijg;
7: return FE and FC ;

Besides, we design a winning bid scheduling algorithm,
as shown in Algorithm 3. According to the winning bid set
F and the virtual ECN set S, Algorithm 3 can determine the
winning bid scheduling sets FE and FC . In Step 1, we ini-
tialize FE and FC . Then, for each winning bid bij 2 F, we
determine if the corresponding ECN sj belongs to the

virtual ECN set S: if yes, we add bij into FC ; otherwise, we
add bij into FE , in Steps 2-6. At last, Algorithm 3 outputs
the winning bid scheduling sets FE and FC , in Step 7.

3.4 Payment Determination: Basic Solution

The truthful payment determination computes the payment
for each winning bid, ensuring that each user honestly
reports its true valuation for its cloud service request. In
this paper, we adopt the rule of critical payment introduced
by Myerson [19] to determine the payment for each winning
bid. The critical payment is defined as follows.

Definition 5 [Critical Payment]. The payment for bid bij,
denoted as pijðbijÞ, is said to be critical value if the user declares
a bid that is not smaller than pijðbijÞ, the submitted bid must
win; otherwise, it will not win.

According to Definition 5, in order to determine the criti-
cal payment for bid bij, we first need to determine the alter-
native bid of bij. Here, the alternative bid of a winning bid
bij is such a bid that will replace bij to become a winning bid
when we remove bij from bB. More specifically, we first
remove the corresponding edge hri; sji from E in G to get a
new weighted bipartite graph without bij. For convenience,
we use E�ij and G�ij to denote the edge set and the new
bipartite graph without the edge hri; sji, that is, G�ij ¼ fR;bS; E�ij : bB � fbijgg. According to G�ij, we re-select a new
winning bid set using Algorithm 2 and let F�ij denote the
new assignment solution. Here, the alternative bid of bij
must belong to F�ij. Accordingly, we have two cases: the
request ri is assigned to another ECN sj0 , or the ECN sj has
accepted some requests so that it has no enough remaining
capacity to provide cloud service for request ri. For the
alternative bid of bij in F�ij, we assume that bid bij0 is the
winner related to ri, and bi1j; bi2j; . . . ; bikj are the winners rel-
evant to sj, respectively. The corresponding weights are wij0
and wi1j; wi2j; . . . ; wikj. Note that bij0 for the first case is
exactly a candidate alternative bid of bij. For the second
case, we can find the critical weight for the ECN sj, denoted
as wiminj for convenience. That is, we have

wiminj ¼ min wi1j; wi2j; . . . ; wikj : Lj �
X

wixj�wiyj

Aix � Ai

8<
:

9=
;:

(14)

Here, Lj �
P

wixj�wiyj
Aix � Ai indicates that sj always

selects the requests with relatively large weights until it has
no enough remaining capacity for request ri. Accordingly,
the bid biminj is exactly another candidate alternative bid of
bij. Moreover, if wij0 � wiminj, bij0 will become the alternative
bid of bij. Otherwise, if wij0 < wiminj, the alternative bid of
bij will be biminj.

Thus, the critical payment pijðbijÞ is determined by:

pijðbijÞ ¼ Ai � ðcvj þmaxfwij0 ; wiminjgÞ: (15)

Remarks. We do not distinguish the virtual bids from the
winning bids at first. In fact, whether a winning bid is vir-
tual or real is irrelevant to the payment determination
process. For a virtual winning bid bij� 2 F in which
sj� 2 S, the mobile user ri will pay the ECN sj with the
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reward pij�ðbij�Þ where sj� is the virtualization of sj (i.e.,
sj� ¼ fLj� ¼ Ai; c

v
j� ¼ ctj þ cv0; c

t
j� ¼ b"j� ¼ b#j� ¼ 0g).

Algorithm 4. Payment Determination (PD) Algorithm

Require: G ¼ fR; bS; E : bBg, F ¼ FE [FC and B.
Ensure: P ¼ fpijðbijÞjbij 2 Fg.
1: for each bij 2 F do
2: E�ij ¼ E � fhri; sjig and G�ij ¼ fR; bS; E�ij : B � fbijgg;
3: Execute Algorithm 2: F�ij ¼ WBSðG�ijÞ;
4: Determine wiminj ¼ minfwi1j; wi2j; . . . ; wikj 2 F�ij : Lj�P

wixj�wiyj
Aix � Aig;

5: pijðbijÞ ¼ Ai � ðcvj þmaxfwij0 ; wiminjgÞ; // bij0 2 F�ij

6: if bij 2 B then
7: User ri pays the ECN sj� with the reward pijðbijÞ;

//sj here is the virtualization of sj�, i.e.,
//sj ¼ fLj ¼ Ai; c

v
j ¼ ctj� þ cv0; c

t
j ¼ b"j ¼ b#j ¼ 0g;

8: else
9: User ri pays the ECN sj with the reward pijðbijÞ;

// sj here is a real ECN.
10: return P;

3.5 Payment Determination: Detailed Algorithm

Based on the above method, the payment determination
algorithm is shown in Algorithm 4. For each winning bid bij
in the original solution F (i.e., bij 2 F), we first re-construct
a new bipartite graph G�ij without bij in Step 2. Then, we
execute the greedy WBS algorithm based on the input G�ij

and get a new assignment solution F�ij in Step 3. Here, we
use the form “Output ¼ WBSðInputÞ” to denote the execu-
tion of the WBS algorithm for convenience. In Step 4, we
determine the critical weight for the ECN sj, i.e., wiminj,
according to Eq. (14). In Step 5, the critical payment for the
bid bij is determined according to Eq. (15). If bij is a virtual
bid, we identify the ECN which will obtain the payment in
Steps 6-7. That is to say, the real ECN sj� where sj is the vir-
tualization of sj�, i.e., sj ¼ fLj ¼ Ai; c

v
j ¼ ctj� þ cv0; c

t
j ¼ b"j ¼

b#j ¼ 0g, will get the payment pijðbijÞ. Otherwise, when bij is
a real bid, i.e., bij 2 B, the real ECN sj will naturally obtain
the payment pijðbijÞ in Steps 8-9. After computing the critical
payments for all winning bids in F, the algorithm termi-
nates and outputs the results in Step 10.

3.6 A Walk-Through Example

To better understand Algorithms 1, 2, 3, and 4, we present an
example to show the procedure, in which 6 users request
cloud services from 2 ECNs. That is, S ¼ fs1; s2g and R ¼
fr1; r2; r3; r4; r5; r6g. The detailed parameter values are
shown in Fig. 3a. Based on Algorithm 1, we can calculate the

transmission delay, which is shown in Fig. 3b. Since
T6 < d161 and T6 < d162, we delete the bids b61 and b62 from B
directly. Then, we display the updated bid set in Fig. 3c.
Before conductingAlgorithm 2, we first compute theweights
of all edges. The results are shown in Fig. 3d. Afterwards,
Fig. 4a displays the bipartite graph, including the edge
weights, the amount of VM resources for each request, and
the capacity constraints of ECNs. Based on Fig. 4a, the greedy
WBS algorithm (i.e., Algorithm 2) is conducted as follows.

In the first round, F ¼ f. Algorithm 2 selects the edge
with the largest weight, that is, hr1; s2i. Because of A1 � L2,
we add b12 into F. After removing r1 and its corresponding
edges, we update the remaining capacity of s2, i.e., L2 (
L2 �A1 ¼ 1. In the second round, F ¼ fb12g. The largest
weight in the new graph is w22 ¼ w51 ¼ 8. Because of
A2 ¼ 3 > L2 ¼ 2, we add b51 into F. Similarly, we remove
r5 and update L2 ( L2 �A1 ¼ 5. In the third round, we
select b31 and get L1 ¼ 0. Now, no bids can be added into F
due to Ai > Lj for each remaining vertex ri, and Algo-
rithm 2 outputs F ¼ fb12; b51; b31g in Fig. 4b.

Due to no virtual bids in the example, we get F ¼ FE

by conducting Algorithm 3. Next, we describe the proce-
dure of the truthful payment determination algorithm (i.e.,
Algorithm 4).

First, for bid b12, we remove hr1; s2i from G. After execut-
ing Algorithm 2 based on G�12, we get a new solution:
F�12 ¼ fb22; b51; b31; b42g. Then, we determine the critical
weight for ECN s2 (i.e., selecting wimin2 from fw22; w42g).
According to Eq. (14), we get wimin2 ¼ w22. Thus, we get
p12ðb12Þ ¼ A1 � ðcv2 þmaxf0; w22gÞ ¼ 44 according to Eq. (15).
Second, for bid b51, we execute Algorithm 2 according to the
new graph without the edge hr5; s1i and get F�51 ¼ fb12;
b31; b52g. Likewise, we have wimin1 ¼ w31, and further get
p51ðb51Þ ¼ A5 � ðcv1 þmaxfw52; w31gÞ ¼ 9. In the same way,
for the bid b31, we can also obtain F�31 ¼ fb12; b51; b21; b41g.
After determining the critical weight for s1 according to
Eq. (14), i.e., wimin1 ¼ w21, we compute the corresponding
payment, i.e., p31ðb31Þ ¼ A3 � ðcv1 þmaxf0; w21gÞ ¼ 30. The
determined payments are shown in Fig. 4b.

We can find that requests r3 and r5 are assigned to ECN
s1 and r1 is assigned to s2, respectively. Due to F ¼ FE ,
none of the requests will be uploaded to the CC. Moreover,
we find that the payment of each winning bid is no larger
than its true valuation.

4 THEORETICAL ANALYSIS

In this section, we present the theoretical analysis, showing
that the AVA mechanism is truthful, individually rational,
and computationally efficient. Also, we analyze the approxi-
mation ratio of the greedyWBS algorithm.

Fig. 3. An illustration of removing deadline constraints and calculating
edge weights based on bids.

Fig. 4. Illustrations of the execution of theWBS and PD algorithms.
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4.1 Truthfulness

To demonstrate that the AVA mechanism is truthful, we
need to reveal that each user will honestly submit its real
valuation when the strategies of other users are given.
According to Myerson’s theorem [19], our AVA mechanism
is truthful if and only if the following two conditions hold:
(1) the winning bid selection algorithm (i.e., allocation rule)
is monotonic, and (2) each winning bid is paid the critical pay-
ment as introduced in Definition 5.

Lemma 1. The WBS algorithm is monotonic. More specially, for
each bid bij, if bij wins according to the WBS algorithm, then
~bij ¼ bij þ u will also win, where u � 0.

Proof. For an arbitrary request ri 2 R and ECN sj 2 bS, if the
bid bij wins, then a larger bid b0ij � bij must win according
to the greedy strategy used in Algorithm 2. tu

Lemma 2. Each winning bid is paid the critical payment.

Proof. For an arbitrary winning bid bij, we assume that in
F�ij, ri is assigned to another ECN sj0 (i.e., bij0 wins in
F�ij), and sj connects to other users (i.e., the bid set
fbi1j; bi2j; . . . ; bikj 2 F�ijgwins). Then, the critical payment
of bid bij is determined by pijðbijÞ=Ai � cvj ¼ maxfwij0 ;
wiminjg according to Eqs. (14) and (15). Here, if user ri
claims a higher bid b � pijðbijÞ for ECN sj, then
b=Ai � cvj � wij0 and b=Ai � cvj � wiminj hold. Thus, the
claimed bid b will be selected prior to bij0 and biminj

according to the greedy strategy of Algorithm 2. If
b � pijðbijÞ, we have three sub-cases: (1) b=Ai � cvj � wij0
and b=Ai � cvj � wiminj; (2) wij0 � b=Ai � cvj � wiminj; and
(3) wiminj � b=Ai � cvj � wij0 . Based on this, the following
conclusion holds in all three sub-cases: ri is assigned to sj0
or sj corresponds to fri1 ; ri2 ; . . . ; rik jbikj 2 F�ijg where
ri 6¼ rik . Note that when biminj is replaced by bij, the capac-
ity constraint of sj is still satisfied according to Eq. (14).
This means that biminj is actually the alternative bid for bij
when maxfwij0 ; wiminjg ¼ wiminj. Thus, in this case, bid bij
will lose the auction. This means that pijðbijÞ ¼ Ai � ðcvjþ
maxfwij0 ; wiminjgÞ is the critical payment exactly. The
lemma holds. tu
After proving the monotonicity of WBS algorithm and

the critical payment for winning bids in the above lemmas,
we get that the proposed AVA mechanism satisfies
Myerson’s theory [19]. Therefore, we can directly prove the
truthfulness of the AVAmechanism as follows.

Theorem 3. The proposed auction mechanism is truthful.

Proof. Based on Lemmas 1 and 2, the theorem holds. tu

4.2 Individual Rationality

The individual rationality means that mobile user’s true val-
uation must cover its corresponding payment according to
Definition 3. Thus, we just need to prove that each winning
user will receive a nonnegative payoff in the AVA mecha-
nism. As a result, we have the following theorem.

Theorem 4. The AVA mechanism is individually rational.

Proof. In the AVA mechanism, if a user does not win the
cloud service from the ECNs, its payoff is zero. Other-
wise, if ri wins the cloud service from sj with the bid bij,

its corresponding payoff is vij � pijðbijÞ according to Defi-
nition 2. We suppose pijðbijÞ ¼ Ai � ðcvj þmaxfwij0 ; wiminjgÞ
where wiminj ¼ minfwi1j; wi2j; . . . ; wikj 2 F�ij : Lj �

P
wixj�

wiyjAix � Aig. Since bij is selected prior to bij0 and biminj in
F, we have bij=Ai � cvj ¼ wij � maxfwij0 ; wiminjg. That is,
bij � Ai � ðcvj þmaxfwij0 ; wiminjgÞ ¼ pijðbijÞ. Because of the
truthfulness of the mechanism in Theorem 3, we get
bij ¼ vij. Hence, we have vij � pijðbijÞ. The theorem is
correct. tu

4.3 Computational Efficiency

To prove the computational efficiency of the AVA mecha-
nism, we just need to prove that AVA can be conducted in
polynomial time according to Definition 4.

Theorem 5. The mechanism is computationally efficient.

Proof. First, we determine that the algorithmic procedure
of Algorithm 1 is in polynomial time and that the
computational overhead is OðjRj � jSjÞ, where j � j means
the cardinality of the set. Second, we give the computa-
tional overheads of Algorithm 2 and Algorithm 3, that
is, OðjRj2 � jbSj2Þ and OðjFjÞ, respectively. At last, Algo-
rithm 4 is also in polynomial time and its computational
complexity is OðjFj � jRj2 � jbSj2Þ. According to Defini-
tion 4, we get that the AVA mechanism is computation-
ally efficient. tu

4.4 Approximation Ratio Analysis

The WBS problem is an n-to-one weighted bipartite match-
ing problem with capacity constraints, which is a strongly
NP-hard problem [28]. Algorithm 2, adopting the greedy
selection strategy, can produce an approximate solution.
Here, we adopt the mathematical induction method to ana-
lyze the approximation ratio.

Theorem 6. Algorithm 2 can achieve a ðg þ 1Þ-approximation of
the optimal assignment solution, where g ¼ maxfLj=Aijri 2
R; sj 2 bSg. Moreover, ðg þ 1Þ is an urgent bound.

Proof. Let Fopt be the optimal solution of G ¼ fR; bS; E : bBg.
For the simplicity of the following descriptions, we use
a ¼ P

bij2Fopt
ðbij �Ai � cvjÞ=

P
bij2Fðbij �Ai � cvjÞ ¼ FoptðGÞ=

FðGÞ to denote the approximation ratio, in which we let
FðGÞ and FoptðGÞ denote our solution and the optimal
solution based on the bipartite graph G, respectively.
Then, we prove a � g þ 1 by using the mathematical
inductionmethod. Consider that bS is given andR changes.

First, when jRj ¼ 1, we directly have a ¼ 1 � g þ 1.
Second, we assume that a � g þ 1 holds when

jRj � m. Then, we consider jRj ¼ mþ 1. We here need
to establish a link between jRj ¼ mþ 1 and jRj � m.
Without loss of generality, we consider b11=A1 � cv1 ¼
w11 ¼ maxfwijjhri; sji 2 Eg. Thus, b11 must belong to F.
According to this, we analyze the two cases as follows.

(1) b11 also belongs to Fopt. Then, we get a new bipar-
tite graph G� ¼ fR � fr1g; bS; E � fhr1; s1ig : bB�
fb11gg after removing b11 (i.e., the edge hr1; s1i).
Because of jR � fr1gj � m, we have a ¼ FoptðG�Þ=
FðG�Þ � g þ 1 according to the inductive assump-
tion, and we further get

GAO ET AL.: AUCTION-BASED VM ALLOCATION FOR DEADLINE-SENSITIVE TASKS IN DISTRIBUTED EDGE CLOUD 1735

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on December 18,2021 at 07:11:27 UTC from IEEE Xplore.  Restrictions apply. 



a ¼ FoptðGÞ
FðGÞ ¼ ðb11 � A1 � cv1Þ þFoptðG�Þ

ðb11 � A1 � cv1Þ þFðG�Þ � g þ 1: (16)

(2) b11 does not belong to Fopt. Here, we assume that
some other bids are selected to access the ECN s1,
and let the set Fs1

opt ¼ fbi1jbi1 2 Foptg denote it. For
simplicity, we also use eR ¼ frijbi1 2 F

s1
optg to

denote the request set connecting to s1. Moreover,
we suppose that b1j0 is related to r1 in Fopt. Based
on this, we form two bipartite sub-graphs,
denoted as G� and Gþ. More specifically, G� is the
sub-graph of G where the request vertices fr1g[eR and the corresponding edges are removed, and
the capacity constraints of L1 and Lj0 are updated
by using L1 ¼ L1 �

P
ri2ðfr1g[eRÞ Ai and Lj0 ¼ Lj0�

A1, respectively. G
þ is the sub-graph of G where

the request vertices fr1g [ eR and the correspond-
ing edges are removed, and the capacity con-
straint of L1 is updated by using L1 ¼ L1�P

ri2ðfr1g[eRÞ Ai. Thus, we have G� � Gþ.

Here, jR � fr1g � eRj � m. Based on the assumption of
mathematical method, we have FoptðG�Þ=FðG�Þ � g þ 1.
Since G� � Gþ holds, we get

FoptðG�Þ � ðg þ 1ÞFðG�Þ � ðg þ 1ÞFðGþÞ: (17)

Furthermore, we have

a ¼ FoptðGÞ
FðGÞ ¼

FoptðG�Þ þ ðb1j0 �A1 � cvj0 Þ þ
P

bi12Fs1
opt
ðbi1 �Ai � cv1Þ

FðGþÞ þ ðb11 �A1 � cv1Þ

�
ðg þ 1ÞFðGþÞ þ ðb1j0 �A1 � cvj0 Þ þ

P
bi12Fs1

opt
ðbi1 �Ai � cv1Þ

FðGþÞ þ ðb11 �A1 � cv1Þ
:

(18)

Now, according to the foundation of the induction
(i.e., b11=A1 � cv1 ¼ w11 ¼ maxfwijjhri; sji 2 Eg), we can
get

b1j0 �A1 � cvj0 ¼ w1j0 � A1 � w11 � A1 ¼ b11 �A1 � cv1; (19)

and

X
bi12Fs1

opt

ðbi1 �Ai � cv1Þ � L1 � w11 ¼ L1

A1
� ðb11 � cv1 � A1Þ

(20)

� max
Lj

Ai
jri 2 R; sj 2 S

� �
� ðb11 � cv1 �A1Þ (21)

¼ g � ðb11 � cv1 � A1Þ: (22)

According to Eqs. (18), (19), (20), (21), and (22), we
have

FoptðGÞ
FðGÞ � ðg þ 1ÞFðGþÞ þ ð1þ gÞðb11 � cv1 � A1Þ

FðGþÞ þ ðb11 � cv1 � A1Þ ¼ g þ 1:

(23)

Based on the above induction, we conclude that
a � g þ 1 holds for all cases.

In addition, we prove that g þ 1 is an urgent bound.
We consider an extreme case in which R ¼ fr1; r2; r3g,bS ¼ fs1; s2g, fL1 ¼ Lþ d; L2 ¼ 2Lg, fA1 ¼ Lþ d; A2 ¼
A3 ¼ Lg, cv1 ¼ cv2 ¼ c, and bB ¼ fb11 ¼ ðwþ cÞ �A1; b12 ¼
ðwþ dþ cÞ �A1; b21 ¼ ðdþ cÞ �A2; b22 ¼ ðwþ cÞ �A2; b31 ¼
ðdþ cÞ �A3; b32 ¼ ðwþ cÞ � A3g, where L, w and c denote
three arbitrary positive numbers and d means a positive
number which is infinitely close to zero. Here, we have
g ¼ L2=A2 ¼ 2. According to the greedy strategy used in
Algorithm 2, we have F ¼ fb12; b21g and the social wel-
fare is ðwþ dÞðLþ dÞ þ d � L. In contrast, we have Fopt ¼
fb11; b22; b32g and the corresponding social welfare is
wðLþ dÞ þ 2wL. In the worst case, the approximation
ratio a ¼ ð3wLþ LdÞ=ðwLþ wdþ 2Ldþ d2Þ is infinitely
close to g þ 1 ¼ 3. Thus, we conclude that g þ 1 is an
urgent bound.

According to this, the theorem holds. tu

5 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the AVA
mechanism by using extensive trace-driven simulations,
and we compare it with two heuristic algorithms. We con-
duct the simulations on a computer with Intel(R) Core(TM)
i5-3470 CPU @3.2GHz and 8GB RAM under a Windows
platform. Moreover, all simulations are implemented in C/
C++ language.

5.1 Compared Algorithms

In addition to the WBS algorithm for the winner selection
problem in the simulations, we also implement two algo-
rithms for comparison: “Nearest” and “Selfish” [24].
“Nearest” means that the platform always dispatches the
requests with the smallest latency to an ECN under the
capacity constraints. While in “Selfish”, each request only
cares about its own performance, and it expects to be
assigned to the ECNs with the largest true valuations (i.e.,
vij) under the capacity constraints.

5.2 Simulation Settings

Because real user request data has not been publicly
released by cloud providers yet, we adopt a widely-used
dataset called Grid Workload Archive [1] in our simula-
tions. Similar to the works [20], [34], we select four out of six
available logs in the Grid Workload Archive. More specifi-
cally, these logs are called “DAS-2” (from a research grid at
the Advanced School for Computing and Imaging in
Netherlands), “SHARCNET” (from SHARCNET clusters
installed at several academic institutions in Ontario, Can-
ada), “NorduGrid” (from the NorduGrid system), and
“AuverGrid” (from the AuverGrid system). In Table 2, we
provide a brief description of the used workloads.

In the simulations, we generate a user request by extract-
ing the information of a job from the four log files. For sim-
plicity, we assume that the deadline of all requests can be
met. Thus, we only care about the following parameters: the
VM resource amount requested by each user (i.e., Ai), the
capacity constraints of ECNs (i.e., Lj), and the unit cost of
VM resources in ECNs (i.e., cvj ). The amount Ai of VM
resources for each request mainly depends on RunTime
(the time each job needs to complete its execution) and
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ReqNumCPUs (the requested number of CPUs). Here, since
there are no ECNs provided in the four log files, we artifi-
cially generate some ECNs in the simulations, each of which
has a limited resource capacity and a unique unit cost. The
number of ECNs is selected from f10; 20; 30; 40; 50g. More-
over, we generate the capacity constraints of the ECNs
based on available CPUs in the four log files. The unit cost
cvj is generated from [1,20] randomly. Here, the generation
process is based on the uniform distribution. Moreover, we
directly generate the user bids between 1000 and 10000 for
different ECNs. Since the number of jobs in the files is large,
we use parts of the jobs as the user requests in our simula-
tions, and the number of requests is selected from
f1000; 2000; 3000; 4000; 5000g. In our simulations, the default
numbers of ECNs and requests are 20 and 2000,
respectively.

5.3 Simulation Results

In addition to the total social welfare, we also use the fol-
lowing metrics to evaluate the performance of our AVA
mechanism: truthfulness, individual rationality, computa-
tional efficiency, and successful ratio. Truthfulness is the
property that no request can improve its payoff by submit-
ting a bid different from the real valuation; Individual ratio-
nality is the property that the payoff of each request is non-
negative; Computational efficiency is the property that the
AVAmechanism can be conducted in polynomial time; Suc-
cessful ratio is the ratio of the number of successfully
assigned requests and the number of total requests.

Evaluation of Social Welfare. We first evaluate the perform-
ances of social welfare based on the four log files using the
WBS, Nearest, and Selfish algorithms under the default set-
tings. The results are shown in Fig. 5. We find that the social
welfare obtained by the WBS algorithm is the largest, and
WBS achieves about 126 percent better social welfare than
the Nearest algorithm and about 148 percent better than
Selfish. Then, we evaluate the performance (i.e., social wel-
fare) of the three algorithms when we change the number of
cloud requests based on the four used log files (DAS-2,
SHARCNET, NorduGrid, AuverGrid). We present the
results in Fig. 6. Also, we find that the WBS algorithm

achieves at least twice the social welfare that the two com-
pared algorithms achieve. Along with the increase in the
number of cloud requests, the total obtained social welfare
of all algorithms increases. In addition, we also evaluate the
social welfare performances of the three algorithms when
we change the number of ECNs based on the four used log
files. The results are shown in Fig. 7. We also get that the
WBS algorithm always outperforms the compared algo-
rithms, along with the increase in the number of ECNs.
These simulations validate our theoretical analysis results.

Evaluation of Truthfulness and Individual Rationality: We
verify the truthfulness of our AVAmechanism by randomly
picking a request and allowing it to submit a bid that is dif-
ferent from its true valuation. Here, the true valuation is
fixed and given, which is equal to the originally submitted
bid. Without loss of generality, we conduct the experiment
based on the workload file “DAS-2”. The result is illustrated
in Fig. 8a. We see that the payoff and payment are both zero
when the bid claims a lower value, and they remain
unchanged when the claimed bid is not less than the corre-
sponding true valuation. Moreover, we verify the individ-
ual rationality of the AVA mechanism by comparing the
true valuation of each bid and the corresponding payment
under the default settings. The results are shown in Fig. 8.
We get that the payment of each winning bid is less than its
true valuation. These results are consistent with our theoret-
ical analysis.

Evaluation of Successful Ratio. We also evaluate the suc-
cessful ratio of the three algorithms, as shown in Fig. 9a.
When the number of requests changes from 1000 to 5000,
the successful ratio decreases accordingly. This is because
the number of successfully assigned requests remains
nearly unchanged under the capacity constraints of the
ECNs when the number of total requests increases. More-
over, the WBS algorithm achieves 36 and 40 percent higher
successful ratios than the “Nearest” and “Selfish” algo-
rithms, respectively.

TABLE 2
Statistics of Workload Logs

Trace Number
of jobs

Number
of CPUs

Average number
of CPUs

Average RunTime
per job (min)

DAS-2 1; 124; 772 400 4.3 6.2
SHARCNET 1; 195; 242 6,828 1.5 533
NorduGrid 781; 370 2,000 1.1 1,488
AuverGrid 404; 176 475 1 420

Fig. 5. Performance comparisons on the social welfare with different files
(the numbers of requests and ECNs are 2000 and 20, respectively).

Fig. 6. Performance comparisons based on four different workload files: total social welfare versus the number of cloud requests.
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Evaluation of Computation Efficiency. Finally, we verify the
computational efficiency of the AVA mechanism. Along
with the increase in the number of ECNs and the number of
requests, the running time of the AVA mechanism
increases, as shown in Fig. 9. When the number of ECNs is
50 and the number of requests is 5000, the execution time of
AVA is less than 47s, which is much smaller than the auc-
tion cycle (dozens and hundreds of minutes). This means
that the AVA mechanism can work efficiently in real appli-
cations. These simulation results remain consistent with our
theoretical analysis.

6 RELATED WORK

In this paper, we focus on the auction-based VM allocation
problem for deadline-sensitive tasks in distributed edge
cloud. So far, there has been much research on edge cloud
computing, such as [2], [3], [6], [7], [8], [10], [12], [13], [14],
[15], [16], [17], [20], [21], [22], [23], [24], [25], [29], [30], [31],
[32], [33], [34], [35], [36], [37], [38], [39], [41].

The authors of [20], [36] and [23], [34] presented truthful
auction mechanisms for dynamic resource provisioning and
allocation in cloud computing. The authors of the former
took heterogeneous user demands into account, while the
latter designed combinatorial auction mechanisms. Further-
more, the authors in [12], [39] proposed auction mecha-
nisms for dynamic VM provisioning and pricing across
different geo-distributed data centers. The work [16], [37]
studied the online auction mechanisms for Infrastructure-
as-a-Service (IaaS) clouds, in which [37] focused on achiev-
ing the maximization of both social welfare and providers’
profit, while [16] considered the unique features of an elastic
model for inputting time-varying user demands and a uni-
fied model for requesting heterogeneous VMs together.
Also, Zhang et al. [38] designed an efficient randomized
auction mechanism for dynamic VM provisioning and pric-
ing with (1� ")-optimal social welfare in expectation. The
authors in [35] presented a framework for truthful online
auctions in cloud computing where users with heteroge-
neous demands can come and leave on the fly. Moreover,
Anisetti et al. [5] modeled the multi-cloud provisioning

scenario as a generalization of second price procurement e-
auctions, in which the cloud service customers and pro-
viders are seen as the auctioneer and bidders, respectively.
They proposed an e-auction mechanism based on matching
and ranking algorithms to improve the truthfulness on the
e-auction outcome. Zheng et al. [40] proposed the first fam-
ily of strategy-proof double auctions for multi-cloud, multi-
tenant bandwidth reservation, which can achieve strategy-
proofness, ex-post budget balance, good social welfare, fine
cloud bandwidth utilization, and high tenant satisfaction
ratio, simultaneously. Different from the existing auction
mechanisms, we design a truthful auction-based VM alloca-
tion mechanism for deadline-sensitive tasks in distributed
ECNs, in which there exists the resource competition across
multiple geographically distributed ECNs. Moreover, the
deadline and capacity constraints are taken into consider-
ation simultaneously.

On the other hand, the works [14], [24], [39] focused on
balancing the workload between multiple edge cloud serv-
ers to minimize the total response time. Meanwhile, some
other works [12], [13], [17] investigated how to configure
edge clouds dynamically by proposing online resource
placement methodologies. Additionally, [25] designed the
edge cloud as a tree hierarchy of geo-distributed servers
and proposed a workload placement algorithm that maxi-
mizes the amount of peak workloads. [8] studied the multi-
user computation offloading problem for mobile edge cloud
in a multi-channel wireless interference environment. Dif-
ferent from these works, which mainly study the workload
scheduling and VM placement problem in edge clouds, we
focus on VM allocation from an economic view.

The works most relevant to our problem are [15], [22],
[30]. The authors in [15] designed two double auctionmecha-
nisms to stimulate cloudlets to serve nearby mobile devices,
in which the authors simply assume that the mobile users’
requests and cloudlet resources are homogeneous, and each
cloudlet can serve only one request. The authors in [30] pro-
posed two auction mechanisms for two task models, which

Fig. 7. Performance comparisons based on four different workload files: total social welfare vs. the number of ECNs.

Fig. 8. Property verifications: Truthfulness and individual rationality.
Fig. 9. Performance evaluations: Successful ratio and computational
efficiency.
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is essentially a crowdsourcing-based task allocation prob-
lem.Neither of theseworks analyzes the approximation ratio
of their proposed mechanisms. The authors in [22] designed
an online auction mechanism for dynamic virtual cluster
provisioning (including VM placement and inter-VM traffic
routing) and pricing in geo-distributed clouds, which is
modeled as an online combinational knapsack problem.

In contrast, we propose a truthful auction-based VM
resource allocation mechanism for deadline-sensitive tasks
in distributed edge cloud, which solves the problem of
mobile users competing for VM resources in geographically
distributed ECNs with capacity constraints. We model the
problem as an n-to-one weighted bipartite graph matching
problem with 0-1 knapsack constraints. Furthermore, we
analyze the approximation ratio of the winner selection
algorithm and further prove that the factor is urgent. Also,
our problem differs from the latest research on the online
knapsack problem and budgeted bipartite matching prob-
lem [27], in which two proposed online truthful algorithms
can achieve competitive ratios of 2e and 24, respectively.
Moreover, the auction method adopted in this paper is dif-
ferent from the four basic auction types, where we apply
the rule of critical payment introduced by Myerson [19].
Meanwhile, the Vickrey-Clarke-Groves (VCG) auctions [26],
based on the optimal allocation, cannot be applied in this
paper, because the n-to-one weighted bipartite matching
problem with 0-1 knapsack constraints cannot be solved
optimally. The Generalized Second-Price auction [9], as a
non-truthful auction mechanism for multiple items, is not
suitable for the VM resource allocation problem, which
needs to guarantee the truthfulness.

7 CONCLUSION AND FUTURE WORK

In this paper, we have studied the problem of allocating het-
erogeneous VM resource requests to geo-distributed edge
cloud nodes with capacity constraints in order to maximize
the total social welfare. We propose a truthful auction-based
VM resource allocation mechanism, i.e., AVA, which
mainly consists of a greedy winning bid selection algorithm
and a truthful payment determination algorithm. We prove
that the AVA mechanism can ensure the properties of truth-
fulness, individual rationality, and computational effi-
ciency. Moreover, we give the approximation ratio of the
winner selection algorithm, and prove that it is an urgent
bound. Finally, extensive simulations based on real traces
verify the performance of the AVA mechanism. In the
future research, we will study the VM resource allocation
problem for the interaction-intensive cloud applications
which involve the migration of cloud computing tasks.
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